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A two-coloring of the vertices $X$ of the hypergraph $H=(X, \mathscr{E})$ by red and blue has discrepancy $d$ if $d$ is the largest difference between the number of red and blue points in any edge. A two-coloring is an equipartition of $H$ if it has discrepancy 0 , i.e., every edge is exactly half red and half blue. Let $f(n)$ be the fewest number of edges in an $n$-uniform hypergraph (all edges have size $n$ ) having positive discrepancy. Erdös and Sós asked: is $f(n)$ unbounded? We answer this question in the affirmative and show that there exist constants $c_{1}$ and $c_{2}$ such that

$$
\frac{c_{1} \log (\operatorname{snd}(n / 2))}{\log \log (\operatorname{snd}(n / 2))} \leqq f(n) \leqq c_{2} \frac{\log ^{3}(\operatorname{snd}(n / 2))}{\log \log (\operatorname{snd}(n / 2))}
$$

where $\operatorname{snd}(x)$ is the least positive integer that does not divide $x$.

## 1. Introduction and Main Results

A number of recent papers have been concerned with the problem of two-coloring the vertices of a hypergraph $H=(X, \mathscr{E})$ by red and blue so that for every edge $E$ of $H$ the number of red points in $E$ is roughly equal to the number of blue points. The discrepancy of a two-coloring is the maximum difference between the number of red points and blue points in any edge. The discrepancy of a hypergraph is the minimum discrepancy of any two-coloring. There have been several results relating discrepancy to other parameters of a hypergraph (number of vertices, maximum degree) and computing discrepancy for special classes of hypergraphs (see, e.g., [2], [3], [7], [9,] [10]).

The focus of this paper is hypergraphs of discrepancy zero, i.e. those that admit a two-coloring of the vertex set such that every edge is divided exactly in half. Such a coloring is called an equi-partition of $H$. For instance, the hypergraphs with $X=\{1,2, \ldots, 2 n\}$ and $\mathscr{E}$ the set of all intervals of even length is equi-partitioned by coloring the odd numbers red and the even numbers blue. We are interested in the function $f(n)$, defined to be the fewest number of edges in an $n$-uniform hypergraph (all edges have size $n$ ) that admits no equi-partition. Trivially for $n$ odd, $f(n)=1$. Note also that $f(n) \leqq n+1$ for any $n$ since a hypergraph with $|X|=n+1$ and $\mathscr{E}$ consisting of all $n$ element subsets of $X$ cannot be equi-partitioned.

[^0]Much stronger upper bounds on $f(n)$ for large classes of $n$ are easily obtained by construction. For instance, if $n$ is twice an odd number then $f(n) \leqq 3$; more generally, the following simple constructive result shows that $f(n)$ is small whenever some small number fails to divide $n$.

Proposition 1.1. For $n$ even, $f(n) \leqq 1+\operatorname{snd}(n / 2)$, where $\operatorname{snd}(x)$ is the smallest positive integer that does not divide $x$.

Proof. Let $k$ be the smallest non-divisor of $n / 2$ and let $n=a k+r$ where $0 \leqq r<k$. Let $X_{1}, X_{2}, \ldots, X_{k+1}$ be disjoint sets such that $\left|X_{1}\right|=\left|X_{2}\right|=\ldots=\left|X_{r}\right|=a+1$ and $\left|X_{r+1}\right|=\left|X_{r+2}\right|=\ldots=\left|X_{k+1}\right|=a$. Let $X=X_{1} \cup X_{2} \cup \ldots \cup X_{k+1} \cup\{z\}$ where $z$ is not a member of any $X_{i}$. Define an $n$-uniform hypergraph $H=(X, \mathscr{E})$ with edges $E_{1}, E_{2}, \ldots, E_{k+1}$ where $E_{i}=X-X_{i}$ if $1 \leqq i \leqq r$ and $E_{i}=X-X_{i}-z$ if $r<i \leqq k+1$. Suppose $X=R \cup \dot{\cup} B$ is an equi-partition of $H$; we derive a contradiction. Assume without loss of generality that $z \in R$. Then $\left|E_{j} \cap B\right|=\mathrm{n} / 2$ for all $j$ and so $\left|X_{j} \cap B\right|=$ $=|X \cap B|-\left|E_{j} \cap B\right|=|X \cap B|-n / 2$ is the same for all $j$. Then

$$
n / 2=\left|E_{j} \cap B\right|=\sum_{i \neq j}\left|X_{i} \cap B\right|=k(|X \cap B|-n / 2)
$$

contradicting the hypothesis that $k$ does not divide $n / 2$.
Lower bounds on $f(n)$ are not so easy to obtain. Indeed, this difficulty led Erdôs and Sós [4] to pose the question: Is $f(n)$ unbounded? From Proposition 1.1, $f(n)$ is bounded on the sequence $n_{1}, n_{2}, \ldots$ if there exists a number $k$ that divides none of the $n_{i}$. We prove the converse.
Theorem 1.2. If $n_{1}, n_{2}, \ldots$ is a sequence of integers such that every integer $k$ divides at least one of them then $\left\{f\left(n_{i}\right)\right\}$ is unbounded.

In Section 2 we present the first of two proofs of Theorem 1.2. The proof is based on a limit argument and has the undesirable (yet intriguing) feature that it gives no information about the growth rate of $f(n)$ beyond the fact that it is unbounded. The remainder of the paper is devoted to the derivation of upper and lower bounds on $f(n)$. All of the bounds we obtain can be expressed in terms of the quantity snd ( $n / 2$ ). As stated above, $f(n)=1$ if $n$ is odd and $f(n)=3$ if $n \equiv 2 \bmod 4$. Our result is:

Theorem 1.3. There exist constants $c_{1}$ and $c_{2}$ such that for $n \equiv 0 \bmod 4$,

$$
c_{1} \frac{\log \operatorname{snd}\left(\frac{n}{2}\right)}{\log \log \operatorname{snd}\left(\frac{n}{2}\right)} \leqq f(n) \leqq c_{2} \frac{\log ^{3} \operatorname{snd}\left(\frac{n}{2}\right)}{\log \log \operatorname{snd}\left(\frac{n}{2}\right)}
$$

Observe that the lower bound in Theorem 1.3 immediately implies Theorem 1.2. Note also that the upper bound is a substantial improvement over Proposition 1.1.

The prime number theorem immediately gives snd $(n / 2) \leqq(1+o(1)) \log n$. For infinitely many $n$ this result is best possible. (If $n$ is twice the least common multiple of the numbers less than $k$ then $\operatorname{snd}(n / 2)>k=(1+o(1)) \log n$.) From this we can conclude.

Theorem 1.4. There exist constants $c_{1}, c_{2}>0$ such that for all $n \geqq 10$

$$
f(n) \leqq c_{2} \frac{(\log \log n)^{3}}{\log \log \log n}
$$

and for infinitely many values of $n$

$$
f(n) \geqq c_{1} \frac{\log \log n}{\log \log \log n} .
$$

The lower bound for $f(n)$ of Theorem 1.3 is obtained by considering the relationship of $f$ to another function $g$ defined as follows. A two-coloring $X=R \cup B$ of an $n$-uniform hypergraph $H$ is uniform if $|R \cap E|$ is the same for every edge in $\mathscr{E}$ (and is neither 0 nor $n$ ). In particular an equi-partition is a uniform coloring. A hypergraph that admits a uniform coloring is reducible, and otherwise it is irreducible. Let $g(n)$ be the fewest number of edges in an $n$-uniform hypergraph that is irreducible. Clearly $g(n) \geqq f(n)$. Let

$$
\hat{g}(n)=\min _{m \geqq n} g(m) .
$$

If $g(n)$ is monotone then $\hat{g}(n)=g(n)$; we do not know whether this is the case. The main result of Section 3 is

Theorem 1.5. $f(n) \geqq \hat{g}($ snd $(n / 2))$.
The function $g$ has been studied extensively (in the literature the results are typically discussed in terms of the dual hypergraph; see [5] for a survey). The following bound was proved by Huckemann, Jurkat and Shapley (cf. [5]; see also [1] for an alternate proof).

Theorem 1.6. If $n \geqq(k+1)^{(k+1) / 2}$ then $g(n) \geqq k$, and so $\hat{g}(n) \geqq c \log n / \log \log n$ for some constant c.

The lower bound of Theorem 1.3 is an immediate corollary of Theorems 1.5 and 1.6.

In Section 4, the upper bound of Theorem 1.3 is proved by a number theoretic argument. Section 5 presents some open questions.

## 2. Proof of Theorem 1.2.

Without loss of generality we can assume that for every integer $k, k$ divides $n_{j}$ for all $j \geqq k$. To see this replace the sequence $n_{1}, n_{2}, \ldots$ by the sequence whose $k^{\text {th }}$ term is the first term of $\left\{n_{i} \mid i \geqq 1\right\}$ that is divisible by the least common multiple ( cm ) of $1,2, \ldots, \mathrm{k}$. Clearly, if $f(n)$ is unbounded on this sequence, it is unbounded on the original sequence. So let $n_{1}, n_{2}, \ldots$ be a sequence of integers such that $n_{k}$ is divisible by all integers less than or equal to $k$ and suppose $f(n)$ is bounded for all $n_{j}$. Let $q$ be a bound. Then for each $j$, there exists an $n_{j}$-uniform hypergraph $H^{j}$ with $q$ edges that is not equi-partitionable. We will derive a contradiction by showing that for some $j, H^{j}$ has an equi-partition.

Let $E_{1}^{j}, E_{2}^{j}, \ldots, E_{q}^{j}$ be the edges of $H^{j}$ and for $I \subseteq\{1,2, \ldots, q\}$ define $A_{I}^{j}$ to be the set

$$
\bigcap_{i \in I} E_{i}^{j}-\bigcup_{i \notin I} E_{i},
$$

that is, $A_{I}^{j}$ is the set of vertices belonging to exactly the edges $\left\{E_{i}^{j} \mid i \in I\right\}$. Note that the sets $A_{I}^{j}$ for $I \subseteq\{1, \ldots, q\}$ partition the vertex set of $H$. Defining the vector $\mathbf{a}^{j}=\left(a_{I}^{j} \mid I \subseteq\{1,2, \ldots, q\}\right)$ by setting $a_{I}^{j}=\left|A_{I}^{j}\right|$ we have that for each $i$,

$$
n_{j}=\left|E_{i}^{j}\right|=\sum_{I \mid \dot{i} \in I} a_{I}^{j}
$$

Now, a two-coloring $B \cup \cup$ of the vertices of $H^{j}$ is essentially defined by the numbers $b_{I}^{j}=\left|B \cap A_{I}^{j}\right|$. Using this correspondence we have that $H^{j}$ has an equipartition if and only if there exists an integer vector $\mathbf{b}^{j}=\left(b_{I}^{j} \mid I \subseteq\{1, \ldots, q\}\right)$ such that

$$
\begin{equation*}
0 \leqq b_{I}^{j} \leqq a_{I}^{j} \tag{2.1}
\end{equation*}
$$

and for each $i \in\{1, \ldots, q\}$

$$
\begin{equation*}
\sum_{I \mid i \in I} b_{I}^{j}=n_{j} / 2 \tag{2.2}
\end{equation*}
$$

We now prove that for some $j$ there exists a vector $\mathbf{b}^{j}$ as above, so that $H^{j}$ has an equi-partition. For each $j$, let $\mathbf{v}^{j}=\mathbf{a}^{j} / n_{j}$. Each vector $\mathbf{v}^{j}$ satisfies

$$
\sum_{I \mid i \in I} v_{I}^{j}=1
$$

for $i=1,2, \ldots, q$. By the Bolzano-Weierstrass theorem ([8], pg. 35), there is an infinite subsequence $j_{1}, j_{2}, \ldots$ of integers such that the sequence of vectors $\mathbf{v}^{j_{1}}, \mathbf{v}^{j_{2}}, \ldots$ converges to some vector $\mathbf{v}^{*}$, which also satisfies $\sum_{I \mid i \in I} \mathbf{v}_{l}^{*}=1$ for $i=1,2, \ldots, q$. Let $\mathbf{w}$ be a rational vector satisfying $(1 / 2) \mathbf{v}_{I}^{*} \leqq w_{I} \leqq(3 / 4) v_{I}^{*}$ for each $I$. Then the system

$$
\begin{aligned}
& \sum_{I \mid i \in I} x_{I}=\frac{1}{2}, \quad i=1,2, \ldots, q \\
& O \leqq x_{I} \leqq w_{I}, \quad I \cong\{1,2, \ldots, q\}
\end{aligned}
$$

has a solution, namely $\mathbf{x}=\mathbf{v}^{*} / 2$. Since all of the inequalities and equalities of the system are given by rational coefficients, there must be a rational solution vector $\mathbf{r}$. Let $k$ be the smallest integer such that $k \mathbf{r}$ is an integer vector. Now since $\mathbf{v}^{j_{1}}, \mathbf{v}^{j_{2}}, \ldots$ converges to $\mathbf{v}^{*}$ there is an index $h$ such that $\mathbf{v}^{j_{h}} \geqq(3 / 4) \mathbf{v}^{*} \geqq \mathbf{w}$, and such that $j_{h} \geqq k$. Now the fact that $k \mid n_{j}$ for $j \geqq k$ implies that the vector $\mathbf{b}^{j_{h}}=n_{j_{h}} \mathbf{r}$ is integral, and $\mathbf{v}^{j_{h}} \geqq \mathbf{w}$ and the choice of $\mathbf{r}$ imply that (2.1) and (2.2) are satisfied and thus $H^{j_{h}}$ has an equi-partition, a contradiction, establishing Theorem 1.2.

## 3. Proof of Theorem 1.5.

Let $H=(X, \mathscr{E})$ be a hypergraph. For $Y \subseteq X$ let $H_{Y}$ be the hypergraph with vertex set $Y$ and edge set $\mathscr{E}_{Y}=\{E \cap Y \mid E \in \mathscr{E}\}$. Then we have
Lemma 3.1. Let $H=\{X, \mathscr{E}\}$ be an n-uniform hypergraph and let $k$ be an integer such that $|\mathscr{E}|<\hat{g}(k+1)$. Then $X$ can be partitioned into sets $X_{1}, X_{2}, \ldots, X_{t}$ such that $H_{X_{i}}$ is $n_{i}$-uniform with $n_{i} \leqq k$ with every $i$.
Proof. By induction on $n$. If $n \leqq k$ the result is trivial. If $n>k$ then since $|\mathscr{E}|<\hat{g}(k+1) \leqq g(n), H$ is reducible and so $X$ can be partitioned into sets $Y$ and $Z$ so that $H_{Y}$ and $H_{Z}$ are each uniform with edge sizes less than $n$. Applying the induction hypothesis to $H_{Y}$ and $H_{Z}$ proves the lemma.

Now let $k=\operatorname{snd}(n / 2)-1$ and let $H=(X, \mathscr{E})$ be an $n$-uniform hypergraph with fewer than $\hat{g}(k+1)$ edges. We want to show that $H$ has an equi-partition. By Lemma 3.1, $X$ can be partitioned into sets $X_{1}, \ldots, X_{t}$ such that $H_{X_{t}}$ is $n_{i}$-uniform with $n_{i}<\operatorname{snd}(n / 2)$. Note that $n=\sum_{i=1}^{t} n_{i}$. It suffices to find a set $I \subseteq\{1, \ldots, t\}$ such that $\sum_{i \in I} n_{i}=n / 2$, since then we get an equi-partition by letting $R=\bigcup_{i \in I} X_{i}$ and $B=\bigcup_{i \notin I} X_{i}$. Let $a_{j}$ be the number of $n_{i}$ 's that equal $j$. Then $\sum_{j=1}^{k} j a_{j}=n$ and the existence of an equi-partition follows from:
Lemma 3.2. Let $n, k$ be positive integers such that $1,2, \ldots, k$ divide $n / 2$. Let $a_{1}, a_{2}, \ldots$ $\ldots, a_{k}$ be nonnegative integers such that $\sum i a_{i}=n$. Then there exist integers $b_{1}, b_{2}, \ldots, b_{k}$ with $0 \leqq b_{j} \leqq a_{j}$ such that

$$
\sum_{j=1}^{k} j b_{j}=n / 2
$$

Proof. Let $A(n, k)$ be the set of all sequences satisfying the hypothesis and order the sequences lexicographically, i.e. $\left(a_{1}, \ldots, a_{k}\right)>\left(a_{1}^{\prime}, \ldots, a_{k}^{\prime}\right)$ if $a_{j}>a_{j}^{\prime}$ where $j$ is the smallest index in which the two sequences differ. Suppose the theorem is false and let $\left(a_{1}, \ldots, a_{k}\right)$ be the lexicographically least counterexample. Then

$$
\begin{equation*}
a_{i}<n / 2 i \text { for all } i \tag{3.1}
\end{equation*}
$$

since if $a_{j} \geqq n / 2 j$ then $b_{j}=n / 2 j, b_{i}=0$ for $i \neq j$ would satisfy the conclusion of the theorem. Furthermore

$$
\begin{equation*}
a_{j} \geqq k \text { for at most one index } j \tag{3.2}
\end{equation*}
$$

For suppose, to the contrary, that $a_{j}, a_{h} \geqq k$ where $j \geqq h$. Define ( $a_{1}^{\prime}, \ldots, a_{k}^{\prime}$ ) by $a_{h}^{\prime}=a_{h}-j, a_{j}^{\prime}=a_{j}+h$ and $a_{i}^{\prime}=a_{i}$ for $i \neq h, j$. By the lexicographic minimality of $\left(a_{1}, \ldots, a_{k}\right)$, there exist integers $\left(b_{1}^{\prime}, b_{2}^{\prime}, \ldots, b_{k}^{\prime}\right)$ with $0 \leqq b_{i}^{\prime} \leqq a_{i}^{\prime}$ and $\sum i b_{i}^{\prime}=n / 2$. If $b_{j}^{\prime} \leqq a_{j}$ then $b_{i}^{\prime} \leqq a_{i}$ for all $i$ a contradiction. On the other hand, if $b_{j}^{\prime}>a_{j}$ then the sequence $\left(b_{1}, \ldots, b_{k}\right)$ given by $b_{j}=b_{j}^{\prime}-h, b_{h}=b_{h}^{\prime}+j$ and $b_{i}=b_{i}^{\prime}$ for $i \neq h, j$ satisfies the conclusion of the lemma, again a contradiction.

By (3.1) and (3.2) we have

$$
n=\sum_{i=1}^{k} i a_{i}<n / 2+(k-1) \sum_{i=1}^{k} i,
$$

so

$$
\begin{equation*}
n<k^{3}-k . \tag{3.3}
\end{equation*}
$$

However, $n \geqq 2 l \mathrm{~cm}(1,2, \ldots, k)$, so we have

$$
\begin{equation*}
\frac{1}{2}\left(k^{3}-k\right)>\operatorname{lcm}(1,2, \ldots, k) \tag{3.4}
\end{equation*}
$$

This implies that $k=2,3,4$ or 6 . (For $\operatorname{lcm}(1,2, \ldots, k)$ is the product of all maximal prime powers less than or equal to $k$. The largest power of $p$ less than or equal to $k$ is at least $(k+1) / p$ and thus

$$
\operatorname{lcm}(1,2, \ldots, k) \cong \frac{(k+1)^{8}}{2 \cdot 3 \cdot 5 \cdot 7 \cdot 11 \cdot 13 \cdot 17 \cdot 19}
$$

which with (3.4) implies that $k \leqq 21$. Checking all values of $k$ up to 21 yields $k=$ $=2,3,4$, or 6 .)

For $k=2$ and $k=3$ the theorem is trivial. For $k=4$, (3.3) implies that $n<60$ so $n$ is 24 or 48. For $k=6$, (3.3) implies that $n<210$ so $n=120$. In these cases, simple ad hoc arguments (left to the reader) show that the lemma holds. Thus $\left(a_{1}, \ldots, a_{n}\right)$ is not a counterexample and the lemma is true.

## 4. An upper bound for $f(n)$

Here we prove the upper bound on $f(n)$ given by Theorem 1.3. We need some additional definitions. Let $\mathscr{M}$ denote the set of all matrices $M$ with entries in $\{0,1\}$ such that the equation $M \mathbf{x}=\mathbf{e}$ has exactly one nonnegative solution. (Here $\mathbf{e}$ is the vector with all entries equal to 1.) This unique solution is denoted $\mathbf{x}^{M}$. Let $d(M)$ be the least integer such that $d(M) \mathbf{x}^{M}$ is integral and let $\mathbf{y}^{M}=d(M) \mathbf{x}^{M}$. For each positive integer $n$, let $t(n)$ be the least $r$ such that there exists a matrix $M \in \mathscr{H}$ with $r$ rows such that $d(M)=n$. (For instance, the $(n+1)$ by $(n+1)$ matrix with 0 's on the diagonal and 1's off the diagonal has $d(M)=n$, so $t(n) \leqq n+1$. Our upper bound on $f(n)$ is an immediate consequence of the following three results.
Theorem 4.1. Let $n$ be a natural number and $m$ be an integer such that $\lfloor n / m\rfloor$ (the greatest integer less than or equal to $n / m$ ) is odd. Then $f(n) \leqq t(m)$.
Lemma 4.2. For any positive integer $n$, there exists an integer $m \leqq[s n d(n / 2)]^{2}$ such that $\lfloor n / m\rfloor$ is odd.

Theorem 4.3. $t(m)=O\left(\log ^{3} m / \log \log m\right)$.
Proof of Theorem 4.1. Let $M \in \mathscr{M}$ be a matrix with $t(m)$ rows such that $d(M)=m$. Let $c$ be the number of columns of $M$. We use $M$ to construct an $n$-uniform hypergraph with $t(m)$ edges having no equi-partition.

Let $n=a m+r$ where $0 \leqq r<m$ and $a=\lfloor n / m\rfloor$ is odd. Let $Y_{1}, Y_{2}, \ldots, Y_{c}$, $Z$ be disjoint sets with $\left|Y_{j}\right|=a m x_{j}^{M}$ and $|Z|=r$. Define a hypergraph $H=(X, \mathscr{E})$ where $X=Y_{1} \cup Y_{2} \cup \ldots \cup Y_{c} \cup Z$ and $\mathscr{E}$ has edges $E_{1}, E_{2}, \ldots, E_{t(m)}$ given by

$$
E_{i}=\left(\bigcup_{j \mid M_{i j}=1} Y_{j}\right) \cup Z
$$

For each $i$,

$$
\left|E_{i}\right|=\sum_{j \mid M_{i j}=1} a m x_{j}^{M}+r=a m \sum_{j=1}^{c} M_{i j} x_{j}^{m}+r=a m+r=n,
$$

so $H$ is $n$-uniform. We claim that $H$ has no equi-partition.
Suppose the two-coloring $X=R \dot{\cup} B$ is an equi-partition of $H$. Let $Y=$ $=Y_{1} \cup Y_{2} \cup \ldots \cup Y_{c}$. For each edge, $\left|E_{i} \cap R\right|=n / 2$ so $\left|E_{i} \cap R \cap Y\right|=n / 2-|Z \cap R|$. For $1 \leqq j \leqq c$, let $z_{j}=\left|Y_{j} \cap R\right| /(n / 2-|Z \cap R|)$. Then

$$
1=\left|E_{i} \cap R \cap Y\right| /(n / 2-|Z \cap R|)=\sum_{j \mid M_{i j}=1} z_{j}=\sum_{j=1}^{c} M_{i j} z_{j}
$$

Thus $M \mathbf{z}=\mathbf{e}$ and since $M \in \mathscr{M}, \mathbf{z}=\mathbf{x}^{M}$. Now $\left|Y_{j} \cap R\right|=z_{j}(n / 2-|Z \cap R|)$ is an integer for each $j$ and $m$ is the least integer such that $m z_{j}$ is integral, so $(n / 2-|Z \cap R|) / m$ must be an integer. Symmetrically, $(n / 2-|Z \cap B|) / m$ is also an integer. Their difference $(|Z \cap R|-|Z \cap B|) / m$ is an integer and since $0 \leqq|Z|<m$, we have $|Z \cap R|=$ $=|Z \cap B|=r / 2$. Thus $(n / 2-|Z \cap R|) / m=(n-r) / 2 m=a m / 2 m=a / 2$ is an integer, contradicting the fact that $a$ is odd. Therefore $H$ has no equi-partition.
Proof of Lemma 4.2. Let $s=\operatorname{snd}(n / 2)$. If $s$ is a power of 2 then letting $m=s$ we have $[n / m\rfloor=n / m$ is odd. If $s$ is not a power of 2 , let $2^{j}$ be the smallest power of 2 that exceeds $s$. Then $n / 2^{j}$ is an integer and $n /\left(2^{j} s\right)=q+(a / s)$ where $q$ is an integer and $a$ is a positive integer less than $s$. Let $i$ be the smallest integer such that $a 2^{i}>s$. Clearly $i \geqq 1$ and $a 2^{i} / s<2$. Taking $m=2^{j-i} s$ we obtain $m \leqq s^{2}$ and

$$
\lfloor n / m\rfloor=\left\lfloor n / 2^{j-i} s\right\rfloor=\left\lfloor 2^{i} q+\frac{a 2^{i}}{s}\right\rfloor=2^{i} q+1 .
$$

Proof of Theorem 4.3. The upper bound on $t(m)$ is obtained by construction. Let $q_{1}, q_{2}, \ldots, q_{k}$ be positive integers. Let $M\left(q_{1}, q_{2}, \ldots, q_{k}\right)$ be the $q_{1}+q_{2}+\ldots+q_{k}+k$ by $q_{1}+q_{2}+\ldots+q_{k}+k$ matrix with $k$ diagonal blocks, the $j^{\text {th }}$ block being a $q_{j}+1$ by $q_{j}+1$ identity matrix, and all off-block entries equal to 1 . A routine computation shows that $M\left(q_{1}, \ldots, q_{k}\right) \mathrm{x}^{M}=\mathrm{e}$ has a unique nonnegative solution and

$$
d\left(M\left(q_{1}, \ldots, q_{k}\right)\right)=\operatorname{lcm}\left(q_{1}, \ldots, q_{k}\right)\left(\sum_{i=1}^{k} \frac{1}{q_{i}}+k-1\right)
$$

Hence if $m$ is any positive integer and $q_{1}, q_{2}, \ldots, q_{k}$ are positive integers such that

$$
m=\operatorname{lcm}\left(q_{1}, \ldots, q_{k}\right)\left(\sum_{i=1}^{k} \frac{1}{q_{i}}+k-1\right)
$$

then $t(m) \leqq q_{1}+q_{2}+\ldots+q_{k}+k$. Thus Theorem 4.3 follows from the following number theoretic result.

Lemma 4.4. For every natural number $m$, there exist natural numbers $q_{1}, q_{2}, \ldots, q_{k}$ such that

$$
m=\operatorname{lcm}\left(q_{1}, \ldots, q_{k}\right)\left(k-1+\sum_{i=1}^{k} \frac{1}{q_{i}}\right)
$$

and $k+\sum_{i=1}^{k} q_{i}=O\left(\log ^{3} m / \log \log m\right)$.
Proof. Let $p_{i}$ denote the $i^{t h}$ prime, and $L_{i}$ denote the product of the first $i$ primes. Say we let $u$ of the $q$ 's equal 1 and $v_{i}$ of the $q$ 's equal $p_{i}$ for $i=1, \ldots, h$. Then

$$
\begin{equation*}
k=u+\sum_{i=1}^{h} v_{i} \tag{4.1}
\end{equation*}
$$

We want to choose $h, u, v_{1}, \ldots, v_{h}$ with all of the $v_{i}$ non-zero so that

$$
\begin{equation*}
m=L_{h}\left(2 u-1+\sum_{i=1}^{h} v_{i}+\sum_{i=1}^{h} \frac{v_{i}}{p_{i}}\right) \tag{4.2}
\end{equation*}
$$

and so that

$$
\begin{equation*}
2 u+\sum_{i=1}^{h} v_{i}\left(p_{i}+1\right)=O\left(\log ^{3} m / \log \log m\right) \tag{4.3}
\end{equation*}
$$

In the analysis below, we will need the following facts which are elementary consequences of the prime number theorem [II.
Lemma 4.5. If $L_{h}=C$ then
(i) $h=(1+o(1)) \log C / \log \log C$;
(ii) $p_{h}=(1+o(1)) \log C$;
(iii) $\sum_{i=1}^{h} p_{i}=\left(\frac{1}{2}+o(1)\right) \log ^{2} C / \log \log C$;
(iv) $\sum_{i=1}^{n} p_{i}^{2}=\left(\frac{1}{3}+o(1)\right) \log ^{3} C / \log \log C$.

Continuing with the proof of lemma 4.4, we observe that to satisfy (4.2), it is enough to find $v_{1}, \ldots, v_{h}$ such that

$$
\begin{equation*}
m \geqq L_{h}\left(-1+\sum_{i=1}^{h} v_{i}+\sum_{i=1}^{h} \frac{v_{i}}{p_{i}}\right) \tag{4.4}
\end{equation*}
$$

and

$$
\begin{equation*}
m \equiv L_{h}\left(-1+\sum_{i=1}^{h} v_{i}+\sum_{i=1}^{h} \frac{v_{i}}{p_{i}}\right) \bmod 2 L_{h} \tag{4.5}
\end{equation*}
$$

since then $u$ can be chosen to make (4.2) hold. Since $2 L_{h}=4 p_{2} p_{3} \ldots p_{h}$, (4.5) holds if and only if the following set of congruences hold:

$$
\begin{equation*}
m \equiv L_{h}\left(-1+\sum_{i=1}^{h} v_{i}+\sum_{i=1}^{h} \frac{v_{i}}{p_{i}}\right) \quad \bmod p_{j} \quad \text { for } \quad 2 \leqq j \leqq h \tag{4.6}
\end{equation*}
$$

and

$$
\begin{equation*}
m \equiv L_{h}\left(-1+\sum_{i=1}^{h} v_{i}+\sum_{i=1}^{h} \frac{v_{i}}{p_{i}}\right) \bmod 4 \tag{4.7}
\end{equation*}
$$

These congruences can be simplified to

$$
\begin{gather*}
m \equiv v_{j} L_{h} / p_{j} \quad \bmod p_{j} \quad \text { for } \quad 2 \leqq j \leqq h  \tag{4.8}\\
m \equiv\left(3 v_{1}-2\right) L_{h} / 2 \quad \bmod 4 \tag{4.9}
\end{gather*}
$$

For each $2 \leqq j \leqq h$ there is a unique number $v_{j}$ between 1 and $p_{j}$ that satisfies (4.8) and a unique number $v_{1}$ between 1 and 4 satisying (4.9). Now for $v_{i}$ chosen in these ranges

$$
\begin{equation*}
L_{h}\left(-1+\sum_{i=1}^{h} v_{i}+\sum_{i=1}^{h} \frac{v_{i}}{p_{i}}\right) \leqq L_{h}\left(5+\sum_{i=2}^{h} p_{i}+h-1\right) . \tag{4.10}
\end{equation*}
$$

To satisfy (4.4), it is sufficient to choose $h$ so that the right hand side of (4.10) is less than or equal to $m$. Assume $m$ is large and choose $h$ to be the largest integer for which $L_{h}<m \log \log m / \log ^{2} m$. Then from Lemma 4.5, $h=\log m / \log \log m(1+o(1))$ and

$$
\sum_{i=1}^{n} p_{i}=\left(\frac{1}{2}+o(1)\right) \log ^{2} m / \log \log m
$$

Thus the right hand side of (4.10) is at most $(m / 2)+o(m)$, so that (4.4) and hence (4.2) holds. Finally

$$
\begin{aligned}
2 u+\sum_{i=1}^{h} v_{i}\left(p_{i}+1\right) & \leqq \frac{m}{L_{h}}+12+\sum_{i=2}^{h}\left(p_{i}^{2}+p_{i}\right)= \\
& =\frac{m p_{h+1}}{L_{h+1}}+6+\sum_{i=1}^{h}\left(p_{i}^{2}+p_{i}\right) \leqq \\
& \leqq \frac{m p_{h+1}}{m \log \log m / \log ^{2} m}+6+\sum_{i=1}^{h}\left(p_{i}^{2}+p_{i}\right)= \\
& =O\left(\log ^{3} m / \log \log m\right)
\end{aligned}
$$

by Lemma 4.5, which is (4.3).

## 5. Open questions

The first obvious question is to resolve the disparity between the upper and lower bounds of Theorem 1.3. It is not possible to substantially improve the lower bound by improving the lower bound on $g(n)$ because there is a known upper bound on $g(n)$ of $\log n$. On the other hand, it seems likely that the upper bound on $f(n)$ can be improved by improving the upper bound on $t(m)$ through better constructions. In fact, it seems quite reasonable to expect that $t(n)$ behaves much the same as $g(n)$, which would imply that the true behavior of $f(n)$ is close to the lower bound.

The appearance of snd ( $n / 2$ ) in both the upper and lower bounds suggests that $f(n)$ is a function only of snd $(n / 2)$ and this would be interesting to know. If so, is $f(n)$ an increasing function of snd ( $n / 2$ )? A weaker but still interesting result would be to show that $f$ satisfies $f(a+b) \geqq \min (f(a), f(b))$.

Another question we would like to see resolved: Is $g(n)$ a monotone function of $n$ ?
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